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Using this guide

Welcome to Hive Fabric! Don't let the length of this document intimidate you. You
can be up and running in no time! This includes screenshots for every step of the
process. We aim to leave no question as to what option should be selected and how
best to move forward.

The content and order of this document can be used as a step-by-step guide to
complete the Hive Fabric installation and configuration, progressing all the way
through creating and accessing published guests.

Important Information

Text highlighted in bold indicates a section of the Ul where data entry or selection is
required or where a keyword needs to be identified.

Brackets

Text separated by <brackets> indicates a value like an IP address.

Sections

Text highlighted with an underline identifies a document section label.

Key press

Text identified in bold and italicized in <brackets> indicate a keyboard key or
sequence required.

Links

Links to our online support portal documentation are included in each section of the
document, after the initial description of that section.

Highlighted Yellow

Important information or action items within screenshots are highlighted in yellow.
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Hive Fabric Download

For those looking to evaluate Hive Fabric, the latest version can be downloaded
using our Hive Fabric CE Registration form found on our website at
https://www.hiveio.com/tryhivefabric/. For our current customers looking for the
latest or a specific download version, please contact support@hiveio.com for the
download link.

Hive Fabric Installation
Bootable USB - Universal USB Installer

Note: If your hardware supports booting from a remote console (iDRAC, IPMI, iLO)
mounted ISO file you can use this as an alternative method to boot the ISO. This has
the added benefit of supporting the remote installation of a Hive Fabric host.

The guidance for the USB media creation is taken from the Universal USB Installer
(UUI) 1.9.9.0, found at https://www.pendrivelinux.com/universal-usb-installer-easy-as-
1-2-3/. We have received some unfavorable feedback on other common USB
creators, so we recommend using UUI.

https://support.hiveio.com/portal/en/kb/articles/usb-boot-installation.

N~

Launch the Universal-USB-Installer-1.9.9.0.exe.
Accept the licensing agreement.

Setup your Selections Page =<+ USB Installer

3. Select the following settings for the
USB installer.
a. Step 1. Ubuntu
b. Step 2: Path to ISO

c. Step 3: Select the correct USB

drive
i. All Drives Shown
ii. Fat32 Format
d. Step 4: Leave at default
4. Thoroughly review the warning that
pops up, select Yes.

Choose a Distro, related ISO/ZIP file and, your USB Flash Drive.

Step 1: Ubuntu Selected. Go to step 2.

Pendrivelinux.com
Local iso Selected

Visit the Ubuntu Home Page
[ showing *150s

l C:\Jsers\gregd \Downloads hiveio-fabric-current.iso J Browse

Ubuntu v

Step 2: hiveio-fabric-current.iso Selected

Step 3: Drive (F:) on (Disk 3) Selected
F:\ (Disk 3) USB-DRIVE 14GB FAT32F v

All Drives Shown ] Wipe Entire (Disk 3)

will Fat32 Format (F:)
Step 4: Set a Persistent file size for storing changes (Optional).

I 0MB

Home Page FAQ  Recommended Flash Drives


https://www.hiveio.com/tryhivefabric/
mailto:support@hiveio.com
https://www.pendrivelinux.com/universal-usb-installer-easy-as-1-2-3/
https://www.pendrivelinux.com/universal-usb-installer-easy-as-1-2-3/
https://support.hiveio.com/portal/en/kb/articles/usb-boot-installation
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5. Once complete, select Close to exit the installation.

. =< USB Installer
inataliation Complela Pendrivelnuxcom
Universal LISB Installer copied hiveio-fabric-current to F: »

Hive Fabric Installation

The process here begins after the successful boot of the Hive Fabric installation
media (bootable USB, ISO, or PXE) using the Hive Fabric Console Ul.

The console of Hive Fabric is navigated using your keyboard only. Use the tab or
arrow keys to move between options in the interface, spacebar to select/deselect,
and enter key to submit your responses.

https://support.hiveio.com/portal/en/kb/articles/hive-fabric-install

1. Press <Enter> enter to proceed past the welcome screen.

{Hive
2. Select the disk for the Hive Fabric OS installation (If you choose multiple disks,
the installer will guide you through how you want the RAID configured.)

NOTE: When considering the RAID configuration, keep in mind that this is the

OS disk, so data protection is key rather than speed.

{ Hive Fabric Installer |——
Choose disks for installation:
Unused disks can be used as cache devices

[#] sdev/mumednl  (477G)

<0k> <Cancel>

3. Tab forward to OK and press <Enter>.


https://support.hiveio.com/portal/en/kb/articles/hive-fabric-install
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4. Installation is progressing.

5. Press <Enter> to reboot the host.

6. Make certain you remove the installation media (unmount ISO, remove USB)
once the server is back to its BIOS boot screen.

Hive Fabric First Boot Wizard

This portion of the installation guide is focused on the initial configuration using the
Admin Console Ul, also referred to as the First Boot Wizard (FBW). Once the initial
installation is completed, this Admin Console Ul provides basic networking and
services functions.

https://support.hiveio.com/portal/en/kb/articles/first-boot-wizard

1. Use the keyboard <Arrow-Down> key to scroll through and read the licensing

HivelD Inc. End-User License Agreement (EULA)
This End-User License Agreement (the “Agreement”) is a hinding agreement betueen you, the business entity you represent (except |
in the case of the Free :valultlon Lmenw uhich is for personal non-production use only,) and Hiveld Inc., | De re based
with offices located at B0 River Street, Suite SE, Hoboken, NI 07030 ("Hivel0"). This Agreement gover lzn:u 's use

company
Df Hive Fabric (the “Software') m:mmg all related Docusentat ion m defined belou), and any media on umr.h m Sof tuare
Documentation is supplied to you (:nll.acll.valu the "Product”)

HM]II B HILLING TO LICENSE TIE rmn:r YOU ONLY UFOM THE EWITIW THAT YOU ACCEFT ALL OF THE TERMS CONTAINED IN THIS

. BY CLICKING THE “ ' BUTTON, DOKNLOADING, INSTALLING, OR LEI'NI THE SOFTWARE, OR USING EQUIPHENT THAT CONTRINS
TIIIS ITTIWE \‘W HRE BWDIII \’IIJBSB.F ﬂll '"E BUSINESS ENTITY THAT YOU fu‘l.I.ECTI\ﬂ.V 1EB‘EE ") TO THIS AGREEHENT,

1S AGREEMENT, THEN HIVEID IB Il.ﬂI.LM T0 LICENSE LI':T 'lﬂ “I.I HD (A) 0O

W"MW. IISYH.L un LBE 'IHE surmn ﬂl)\'ll.lllls'[ IMMEDIATELY DELETE ANY COPIES OF THE WTIHE
The following terms of this Agreement gavern Licensee's access to and use of the Product, except to the m:m ﬂ:n l.s s

"SLA") veld,
governing Licensee's use of the Product. To the extent of a conflict betueen the provisions of this Agreement and the SLA, the
shall be: (1) the SLA, and (2) this Agreement. The Product is licensed, not sold, to Licensee. Hivel0 and
Licensee may be referred to herein collectively as the “Parties” or l.rdivhiluuu as a "Party.

1. Definitions,

tation” means user manua ating manuals, and any other instructions, specifications, documents, and materials, in
any form or MI.B provided by Hl\i!ll’l to Licensee that describe the functionality, installation, operation, use, maintenance,
&nd support of the Product.
“'Sof tuare LI.DE'EE Key' means, if applicable, @ serial number issued to Licensee by Hivel0 to activate and use the Software.
Sﬂ"lt! additional Softwsre License Keys may be required to activate additionsl users, additional features or Softuare

'Fr'Il ‘Evaluation License” means a Product licensed uithout :hl'nl nr' for a nominal charge. This includes thl Hlvl Fﬁ‘ll: E
Product. The Hive Fabric CE is B free license uhich prov. ed access |D ‘the Hive Fabric technology.
lllh!d as further detailed in this Agreement, including, Illﬂl:ut lﬁlhlﬂnn in the 'nllﬂl]ru ways: Only a :lrl]lﬂ !B‘vel‘ l:ul
be run (no ability to cluster), limited to run 5 virtual machines, and Hive Sense must remain enaoled at all t

2: Grant of License ond Restrictlons. Subject fo the terms hereof and the terms of the SLA, sausent of all Fees (as defined In
the SLA), and any sepiicable Softuere License Keys or other user/use Linitations set forth in this ngroenent. Hiveo grants
on-sublicensable, non-exclusive, and non-transferable, right to use the Softuare, for the Term (as Y e

SiA on ahie Agreesent), and only in accordance uith the Docusentation
HiveIo may require the use of a Softuare License Key to Limit Licensee's usage of the Softuare accordingly. Free Evaluation
Licensse's use of the softuare is restricted to: (a) one server and with no clustering; (b) the use of flue virtual machines or
less; and (c) use only If Hive Sense is enabled at all times. Further, the Free Evaluation License may be used solely for
personal, non-commercial use for the purposes of evaluation for & paid license, and not for any production use.  LICENSEE
ACKNOWLEDGES THAT THE PRODUCT MAY INCLUDE FEATURES TO PREVENT USE AFTER THE TEHI AND/OR USE INCONSISTENT HEREWITH.
Licensee is responsible for obtalning any licenses necessary to aerate any third-party softuare Licensee Intends 1o use in

0#) T acc

()1 du:]lm

2. Once complete, <Tab> to the Confirm button and press <Enter>.

(k) I accept
() I decline



https://support.hiveio.com/portal/en/kb/articles/first-boot-wizard
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3. Enter an appropriate hostname (alpha-numeric characters and “-* are
acceptable), <Tab> to the Next button, then press <Enter>.

set Hostname:

Hive-CE Next

4. Enter a password to secure administrative access to the Hive Fabric CE host.
This password will be used for the administrative web interface (admin) as
well as SSH access (adminl). <Tab> to the Next button and press <Enter>.

New password:

AOKKACK
Confirm password: Next

HAOKAOK

5. <Tab> to the appropriate network interface to be configured as Production
(management) for the host, then press the <Spacebar> to select. This
connection should indicate the connected network Speed and Connected

state of Yes.

() enp10s0f0 (Speed: 1.0GB; Connected: Yes)
( ) enpl10s0f1 (Speed: N/A; Connected: No)
enpl0s0f2 (Speed: N/A; Connected: No)
enpl0s0f3 (Speed: N/A; Connected: No)
enp6s0fo (Speed: N/A; Connected: No)
enp6s0f1 (Speed: N/A; Connected: No)

6. <Tab>to Enable DHCP. Use the <Spacebar> to clear this selection to use a
static IP address. Otherwise <Tab> past this selection leaving the DHCP

OpUOﬂ
(x) enpl0s0f0 (Speed: 1.0GB; Connected: Yes)
() enpl0s0f1 (Speed: N/A; Connected: No)
() enpl0os0f2 (Speed: N/A; Connected: No)
enp10s0f3 (Speed: N/A; Connected: No)
enp6s0f0 (Speed: N/A; Connected: No)
enp6s0fl (Speed: N/A; Connected: No)

[ 1 Enable DHCP

[ 1 Enable VLAN

7. <Tab> to Enable VLAN. Use the <Spacebar> to select the option to use a
VLAN for this network connection. Otherwise, <Tab> past this.

[ 1 Enable DHCP
[ 1 Enable WLAN

8. If DHCP was not selected in previous step:

a. <Tab>to IP Address and enter an appropriate IP address (IP v4.)
IP Address:

(
(
(
(

e e

—_——

10.10.%. %

b. <Tab> to advance to Netmask and enter an appropriate Netmask.
Netmask:

255.255.252.0

c. <Tab>to advance to Gateway and enter the network Gateway IP

address.
Gateway:

10.10.0.1
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9. If VLAN was selected in previous steps, the VLAN option will show, enter the
appropriate VLAN here. If VLAN was not a selection option, this will not show.
YVLAM:

0

10. <Tab> to DNS Server, enter the IP address of a valid DNS server (appropriate
Active Directory DNS required if you will be using Hive Fabric broker
functionality.)

DNS Server:

10.19.%,.%

11. <Tab> to DNS Search Path. This is required if using a “domain.local” domain
name. Otherwise, this is optional but preferred.
DNS Search Path:

hiveio. lan

12. <Tab>to advance to the Next button, press <Enter>.

13. <Tab> to select Yes or No to “Configure Shared Storage Network.”
NOTE: Storage networking is used to either separate storage traffic from VM
and management or is required when planning hyperconverged storage. A
10GB minimum network speed is required for creating hyperconverged

storage.
configure Shared Storage Network?

() Yes
(x) No

14. If you selected Yes to “Configure Shared Storage Network™:
a. <Tab> to IP Address and enter an appropriate IP address (IP v4). It is
required to use a different IP address than entered in the Production IP
Address.
IP Address:

10,10, %%

b. <Tab>to Netmask and enter an appropriate Netmask.
Netmask :

255.255.252.0

c. <Tab> to VLAN. If required, enter the VLAN number here, otherwise

leave this as “0".
VLAN:

0
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d. <Tab> to OK button, press <Enter>.

Ok

Back

15. <Tab> to the Next button, press <Enter>.

16. The First Boot Wizard is now complete, please wait while Hive services are

configured.

Configuring hive fabric services

17. If you opted to use DHCP for the |IP address:

HivelO

a. When prompted with the Login prompt for the Admin Console Ul, click
in the “Enter the admin password” space and enter the password

entered from the steps above.

Iﬂdmjn Login

|

Enter the admin password:

b. Once logged in, find the IP address assigned to the network labeled
Production at the bottom left corner of the Admin Console Ul.

https://10.10.1.32:8443

CPU Utilization: 4.84%

c. Proceed to the Administrative Web User Interface.

18. Once presented with an Admin Login prompt, the remainder of the setup is
accomplished using the administrative web interface. Use your web browser
to access the Production network interface configured above, followed by

“:8443". For example: https://10.10.1.32:8443

19. Proceed to Administrative User Interface.

Administrative Web User Interface

Hive Fabric is fully managed by the web-based user interface (Ul). This interface can
be used for both administrative and read-only access, depending on the user rights

assigned.

While basic configuration and service functions are available in the Admin Console

Ul, the Administrative Web User Interface can be used for all operations.

Applying your License

https://support.hiveio.com/portal/en/kb/articles/adding-a-license

10


https://10.10.1.32:8443/
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1. Using your web browser, access the Ul using https://<IP address>:8443, where
<|P Address=> is the one entered in the First Boot Wizard (i.e.,
https://10.10.1.32:8443).

2. At this point, the install will have a self-signed certificate from HivelO. If
prompted with a certificate warning, use the browser specific steps to accept
the risk of the unknown certificate and proceed to the user login.

3. Ontheinitial login for a newly installed Hive Fabric system, the installation will
be unlicensed. When prompted with System is Unlicensed, please copy the
ClusterID and send it to:

a. CE - send an email to ce_registration@hiveio.com for your CE License.
b. Customers - send an email to your account team

4. Once received, please enter the license key into the text box and select

Upload License.

System is Unlicensed

Please upload a valid license
ClusterlD: eb46abea-5cbf-4fca-a5cf-b5b718b621b3

Q.

CIHive

~

Navigating the User Interface (Ul)

https://support.hiveio.com/portal/en/kb/articles/navigating-the-user-interface

1. Using your web browser, access the Ul using https://<IP address>:8443, where
<|P Address> is the one entered in the First Boot Wizard (i.e.,
https://10.10.1.32:8443).

2. At this point, the installation will have a self-signed certificate from HivelO. If
prompted with a certificate warning, use the browser specific steps to accept
the risk of the unknown certificate and proceed to the user login.

3. Atthe login prompt, enter the default username “admin” and the password
entered during the First Boot Wizard and click Login.

n


https://10.10.1.32:8443/
mailto:ce_registration@hiveio.com
https://support.hiveio.com/portal/en/kb/articles/navigating-the-user-interface
https://10.10.1.32:8443/
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4. Upon initial login, please take the time to familiarize yourself with the Ul
layout, as shown in the help images.

2 HivelO a

o

Refine RESET
o B cluster tost [ Storage Pool Actions >
Features » Active Alerts (0) >
Sortfcale »
State » Metadata v
VM Paols L
Name Hive-cE
Software versions » cal Disk
8 Storage Pools I Hast 1D
Features » siu-u:
Uptime o
iz " Timezone ute

Roles >
VM Paols » s o

Features
Sort/Scale
VM Status
os

cPy

Memary

Storage Capacity » )

a. Main Navigation - This main navigation area allows you to switch
between the primary areas of the administration interface. From left to
right; The Visualizer, Dashboard, Tasks, Configuration, Console fast
switcher, and Add Components ( +).

[
H 4 B oo @& B

b. System Configuration - This menu holds system wide configuration
items such as Users, Licensing, and Realms as well as Hive Fabric
components that tend to be accessed less often such as Profiles and
Templates.

System Configuration

c. Add Components - This menu allows you to add infrastructure,
storage, desktop pools, and virtual machines to Hive Fabric, each icon
will launch a wizard and walk you through the steps required.

12



HIVE FABRIC - DEPLOYMENT GUIDE ) HiVElD
~

L) 0O Add Components

Desktop Pool Application Pool Virtual Machine

d. Sorting and Filtering - This area allows you to refine the visualizer to
find information of particular interest, or sort in a different way. Making
changes here will update the main view in real-time. Simply click Reset
to return to the filtering defaults.

Refine by RESET

O sorting and Filtering

Features
Sort by
State

This area allows you to refine the visualizer to find
information of particular interest, or sort in a different
way. Making changes here will update the main view in
Guest Pools realtime.
Software Version

Firmware Version

@ Storage Pools

Features
Sort by

Roles

By v v v v

Guest Pools
% Used

vy vvyvwveyw

Features
Sort by
State

os

cpPU

Memory

vy v vewwvowyw

Storage Capacity

e. Contextual Actions - Upon selecting one or more objects in the
visualizer, the actions pane will update with various actions to manage
the environment. These are always context sensitive to the type of
object you have selected (i.e., Hosts get different actions than Virtual
Machines.)

13
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| Actions

Contextual Actions

Restart Hive Services

Upoen selecting one or more objects in the visualizer the Enable CRS
actions pane will update with various actions to manage

! Replace SSL Certificate
the environment. These are always context sensitive to

the type of object you have select e.g Hosts get different Configure Host

actions to Virtual Machines. -

Configure Networking
Upgrade Host

anage Local Storage

vnload Logs

f. Alerts - Any active alerts will display here automatically for the object(s)
selected. Historical alerts can be seen by clicking the Show all link.

Alerts (O ®  Active Alerts (0) v

Any active alerts will dispaly here automatically for the
object(s) selected. An alert is depicted on the visualizer
by a small icon marking an object. Three levels of alert
are possible - informational, warning and critical
Historical alerts can be seen by clicking the ‘Show all'
link

I =

g. Metadata - Detailed information about a selected object will be
displayed here, this metadata reflects the current information for an

object and will change depending on the type of object selected.
ject(s) selected. An alert is depicted on the visualizer
*a small icon marking an object. Three levels of alert
e possible - informational, warning and critical.
storical alerts can be seen by clicking the ‘Show all’
k.

) Metadata M

Name hf-srvr-03

Host ID

Status

Uptime

Timezone UTC

Metadata VMs

Active Users

Detailed information about a selected object will be
displayed here, this metadata reflects the current
information for an object and will change depending on
the type of object selected e.g the metadata for a Virtual
Machine is different than a Storage Pool.

CRS Dis

Local NFS Export zdata/share

Manufacturer Supermicro
cPU
Processors 2
Cores

HyperThreading

14
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Hive Fabric - Configuration

With its all-in-one integrated platform, configuring the features necessary to deploy
and access remote resources has never been easier. This section of the guide will
walk you through the bare minimum configuration options to get your remote
access working.

Configure Host Settings

https://support.hiveio.com/portal/en/kb/articles/configure-host-options

On initial login to the administrative Ul, it is best to set the Configure Host options
first.

1. From the Visualizer, select the host (shown here as Hive-CE,) then from the
Actions menu click Configure Host.

& 7

M | O0° @&~

B cluser Host [ Storage Poo Actions o4
Local Disk I
E NF I
I Active Alerts (0) >
1 Tempiate

Metadata V.

2. Enter the appropriate NTP Server address.

3. Select Debug as the logging level (this is considered best practice for new
installations or POCs as this will provide detailed logging of where
configurations may not be set properly.)

Hive-CE Settings

Name REQUIRED Role
Hive-CE cma
Max Clone Density Time Zone
n9 uTc -
NTP Servers
Q.pool.ntp.org
Log Level
Debug - Contribute to Hyperconverged Storage
Cancel
4. Click Save.

15


https://support.hiveio.com/portal/en/kb/articles/configure-host-options

HIVE FABRIC - DEPLOYMENT GUIDE ) HiVElD
~

Configure Local Storage

https://support.hiveio.com/portal/en/kb/articles/sharing-local-disks

https://support.hiveio.com/portal/en/kb/articles/create-a-capacity-disk

For Fabric CE evaluation, it is assumed that there is no NFS storage already existing
so we will share out the local disk of the host for use as an NFS Storage Pool.

1. From the Visualizer, select the host (shown here as Hive-CE,) then from the
Actions menu select Configure Storage.
@
2 7

] |ﬁ 00 @v Ev Q

B cluster Host [EJ Storage Pool Actions i

1 host selected

Configure Host

Configure Storage
Local Disk - a .
onfigure Networking

Local RAM

Hive-CE-Local-NFS

Hive Fabric Hive-CE I

Shared-Templates .
Active Alerts (0) >

within past 30 days

NOTE: Steps 2 and 3 below are independent and are intended as instructions for an
“either/or” procedure, depending on the number of disks available in your system.
Follow the instructions for either step 2 or step 3 below.

2. Ifthereisonly1disk in the system:

a. Select the OS storage under the LOGICAL STORAGE and click Manage
Sharing from the Actions menu.

Actions
Local Storage Configuration

PHYSICAL DISKS

477 GB

Metadata
nvmeOnip2

Name os
LOGICAL STORAGE Devices. nvmeonip2
Deduplication Disabled
Compression Enabled
Cache Disabled
Sharing Disabled
Export

Name Qs Name RAM

Status Defined Status Enabled

16
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b. Toggle on the Enabled button and click Save.
Share OS

Enabled

Access List
0.0.0.0/0
mma separated list
Path

nfs:/10101.32:/zdata/share

Cancel

c. Once saved, note the updated Metadata (right side of Ul) showing the
Export path, you will need this when creating the Storage Pool.

Metadata
Name s
Devices nvmeOnip2
Deduplication Disabled
Compression Enabled
Cache Disabled
Sharing Enabled

Export nfs://10.10.1.32:/zdata/share

3. Ifthere is more than one disk in the system, you may use the additional disk
for a Capacity storage target and share it as the NFS Storage Pool.
a. Click the + Add button.

Local Storage Configuration

PHYSICAL DISKS

930.4 GB 477 GB

sda2 nvmeonip2
LOGICAL STORAGE

Name os Name RAM

Status Defined Status Enabled

17
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b. Locate the unused drive, click the drive, then click Save.
SELECT DISK(S)

930.4 GB 477 GB
sda2 nvmeon1p2
Deduplication ) Compression
Cancel

c. The status of the new Capacity disk should show Pending.
d. Click Reapply Storage Config from the Actions menu to set the new
disk configuration.

Actions

e. Select the Capacity disk under LOGICAL STORAGE and click Manage
Sharing under the Actions menu.

. . Actions
Local Storage Configuration
PHYSICAL DISKS
930.4 GB 477GB
" Metadata
Name
LOGICAL STORAGE Devices
Deduplication
Compression
Name Capacity Name os cache
Status Defined Status Defined Sharing
Export
Name RAM
Status Enabled Information

The local storage in the host

f. Toggle on the Enabled button and click Save.
Share OS

Enabled

Access List
0000/0

Comma separated list

Path

nfs:/10.10.1.32:/zdata/share

Cancel

18
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g. Once saved, note the updated Metadata showing the Export path
(right side of Ul), you will need this when creating the Storage Pool.

Metadata
Name Capacity
Devices sda2
Deduplication Disabled
Compression Enabled
Cache Disabled
Sharing Enabled
Export nfs://10.10.1.33:/zdata/share

Create Storage Pool

https://support.hiveio.com/portal/en/kb/articles/configure-storage-pool-nfs

It is required to add the shared Local Disk as a Storage Pool to assign roles to the
storage for use in Hive Fabric.

1. Click on the *+ button in Main Navigation to add additional resources.

- e

M | 00 &~ [PF
2. CIickStorage._

&

o
©g|
! ® 1§ ©

Realm Template

o

Desktop Pool Application Pool Virtual Machine

Cancel

3. Click Storage Pool.

4 BACK
Select Storage Option

Storage Pool

Cancel
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4. Fill in the appropriate details for the Storage Pool.
a. Storage Pool Name - Any label, no spaces or special characters
b. Type - Select NFS
c. Server - |P address of the local host (for single host use, not
recommended for production use.)
d. Path - Export folder path from sharing the Local Disk
e. Roles - Select/Deselect the roles intended for the Storage Pool.

Storage Pool

Storage Pool Name REQUIRED
Hive-CE-Local-NFS

Provide a name for the storage pool

Type REQUIRED Server REQUIRED
NFS v 1010.1.32

Select type of storage The FQDN or IP address of the storage target

Path REQUIRED
/zdata/share]

Provide the export path

Roles

@ Data Protection
Select the roles for this storage pool

Upload ISO

A CD-ROM ISO for installation of the intended operating system can be uploaded
through the administrative Ul. The ISO may be uploaded to a Storage Pool that
supports the ISO role. For CE, it is typical to have one Storage Pool for VM, User
Volume, Template, and ISO Roles.

https://support.hiveio.com/portal/en/kb/articles/uploading

20


https://support.hiveio.com/portal/en/kb/articles/uploading

HIVE FABRIC - DEPLOYMENT GUIDE

HivelO

1. From the Visualizer, select the Storage Pool where the ISO should be

uploaded and click Upload Disks from the Action menu.

EEE actions v

1 storage pool selected
Edit Storage Pool
Remove Storage Pool
Convert Image
Expand Image

Local Disk Remove Disks
Upload Disks

Active Alerts (0) >

within past 30 days

Metadata N7
Name Hive-CE-Local-NFS
Local RAM
VMs [o]
User Volumes o
Type nfs
Server 10.10.1.32
Path /fzdata/share
Hive-CE-Local-NFS|
Capacity 4145GB
Used 214 GB
Free 40536 GB
Roles

2. Browse for or drag-n-drop ISO file into the window.

Upload Disk

Select the disk to upload to storage pool

Drop files here or browse

Cancel (7 Close. }

Upload Disk

Select the disk 10 upload 1o storage poal

Drop files here or browse

" Comglete

Cancel
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Configure Realm

To use the Active Directory integration of assigning the Ul roles or broker access to
any of the published resources, you will need to create a Realm. A Realm is a domain
mapping of your Active Directory.

https://support.hiveio.com/portal/en/kb/articles/configure-realm

1. From the Visualizer, select Settings and then click Realms.

- e

& O° &~ P

B cluster Host [ storag

2. From Manage Realms, click on the + Add button.

0.

@)
0O @+ EF

Manage Realms

Realm

FQDN REQUIRED

hiveio.lan

NETBIOS Name REQUIRED

HIVEIO

Username REQUIRED Password REQUIRED

hiveiosve

Alias

Site
Force TLS »

3. In the Realm form (above), enter the domain detail.

a. FQDN - Fully qualified domain name (i.e., hiveio.lan)

b. NETBIOS Name - NetBIOS name of the domain often matches the first
part of the FQDN. If not, please reference the Microsoft Active Directory
“pre-Windows 2000” name for your domain.

c. Username - Domain user that has full rights over computer objects
within the OU outlined in the Profile. Best practice, make it a Domain
Administrator or use the Delegation of Rights on the appropriate OU.

d. Alias (optional) - Used when the NETBIOS name is different from the
UPN of the user base.
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e. Site - If you have modified Active Directory Sites and Services with
unigue site names, enter it here. Otherwise leave it blank and it will use
the Default-First-Site-Name.

f. Force TLS - Toggle this on if you are using Secure LDAP.

4. Click Save.

5. Once the Realm is verified, it will show with the top-right icon as indicated

here.
ALL

MName HIVEIO

Alias N/

FQDN hiveio.lan

Force TLS no

Site Default

Configure Profile

The Hive Fabric Profile outlines the details of the interaction with the VM Pool. The
broker details, user profile storage, and Active Directory details are captured with the
creation of each Profile.

https://support.hiveio.com/portal/en/kb/articles/configure-fabric-profile

1. From the Visualizer, select Settings and click Profiles.
®
Y

2 00 @+ [

BB cluster Host [EJ Storag

2. From Manage Profiles, click on + Add.

Manage Profiles
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Profile
Profile Name REQUIRED Timezone
Hive-CE-Profile No injection v

Select timezone.

User Volumes

Broker Options

3. In the Profile form (above:)

a. Provide a Profile Name with no spaces or special characters.

b. Toggle on User Volumes (user profile disks.)

c. Best Practice, leave the Timezone set to No injection, this allows
Windows to manage this on the individual desktops, avoiding conflicts.
Toggle on Broker Options.

e. Click Next.

&

o0 @~ [k

o

User Volumes

Volume Size (GB) Local Cache

10 S No cache -

Storage Pool Backup Schedule
Hive-CE-Local-NFS - No Backup

Not available,

Enable Data Protection

4. In the User Volume form (above:)

a. Enter the size of the User Volume (user profile) disk.

b. Select the Storage Pool appropriate for the UV placement. Best
practice: It is best that this storage is on a fast disk as user profiles load
from and get updated on this storage.

c. Leave the remainder of the option at their defaults.

d. Click Next.

24



HIVE FABRIC - DEPLOYMENT GUIDE

5.

6.

Broker Options

Enable HTML 5 Client Enable RDP Connection

Connection Options

Allow desktop composition (AERO) Microphone redirection

Hide server certificate warnings (if
not enforced by GPO)

CredSSP redirection Clipboard redirection

Local disk redirection Plug-and-Play redirection

Local printer mapping Smart card redirection

USB redirection Smart screen resize

In the Broker Options form (above:)

a.
b.

Enable HTMLS5 Client if desired (covered in more detail later.)

Enable RDP if desired (requires RDP client on local machine
connecting to remote resource.)

You may leave both options off or on as desired. Off will require the use
of Hive Fabric installable client (covered in more detail later.) On will
provide the user with the option of either HTML5 or RDP.

Select Connection Options as desired (will not override Group Policies.)
Click Next.

Realm

Realm
HIVEIO v

Select realm

Organizational Unit User Group REQUIRED

©OU=Demo,0U=Immersion,DC=hiveio,DC=lan demousers

Specify Service Account »

In the Realm form:

a.

Select Realm from the drop down. No Realm cannot be used to broker
desktops and is typically only used in load testing or if you are going to
use straight MSTSC.exe (RDP) from a client to the desktop.

Enter the Organization Unit using the Distinguished Name
(ou=Demo,dc=hiveio,dc=lan.)

Enter the Active Directory User Group you wish to assign to this Profile,
remembering that User Groups are assigned to a Profile and a Profile is
associated with one or more VM Pools.

If required, toggle on Specify Service Account if you wish to use a
service account different than the one identified in the Realm.

Click Save.

25

HivelO



HIVE FABRIC - DEPLOYMENT GUIDE ) HiVElD
~

Create VM - Template

Creating a Hive Fabric VM or Template follows similar processes. To showcase each,
the document begins with creating a VM and will then outline how to duplicate the

VM disk for use as a Template.

https://support.hiveio.com/portal/en/kb/articles/create-a-template

1. From the Main Navigation, click the + button to open the Resource Menu.

e

& OC &+

2. From the Resource Menu, select Virtual Machine.

S @

= Q)
Host Storage User
7 @ @

Realm Profile Template

Desktop Pool Application Pool

Cancel

Virtual Machine Resources

Virtual Machine Resources

REQUIRED

VM Name
Hive-CE-VM
CPU Memory (GB)
2 - 4
os Boot Mode
Windows 10 - UEFI -
Display Driver
Cirrus -
Inject Hive Fabric Agent ® ] Inject Hostname o )

Data Protection

Host Affinity REQUIRED

Hive-CE X

Description
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3. Enter a VM Name without spaces or special characters (when selected, Hive

Fabric uses this VM name to rename the computer within its OS.)

Select the number of CPUs.

Enter the amount of Memory (GB).

Select the OS that most closely matches the OS being installed.

Select the proper Boot Mode (most of the industry is moving towards UEFI.)

Leave the default Display Driver as selected, the best option is already

selected.

9. Turn off the selections for Inject Hive Fabric Agent and Inject Hostname. For
this documentation and process, the VM will be duplicated for use as a
Template for desktops and therefore should NOT have the agent
automatically added or the computer account automatically inserted.

10. Enter a Description (typically includes build date, updates installed, and
applications added)

1. Click Next.

® N0 w; A

Disk Configuration

12. From the Disk Configuration form, click + Add.

Disk Configuration

DISKs

No disks added yet

Add Disk
Specify a disk to add to this Virtual Machine

Disk Type
New disk -

Disk Name REQUIRED

Hive-CE-vM|

Storage Pool
Hive-CE-Local-NFS v

Disk Size (GB)
30
Driver

Virtlo -

Disk Order

1 -

Cancel

13. In Add Disk (above:)
a. Select New disk in Disk Type.
b. Enter a Disk Name (typically the same as the VM itself.)
c. Select the Storage Pool to store the disk.
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d. Enter the Disk Size (GB).

Select the VirtlO driver (typical for all Hive Fabric VMs))

Leave Disk Order as default value (some instances may require you to
set the bootable CD-ROM to Disk Order of 1)

g. Click Submit.

L)

14. Click + Add to add the bootable OS CD-ROM.

Disk Configuration

DISKS
Type Disk
Disk Hive-CE-VM.qcow2
Storage Pool Hive-CE-Local-NFS
Driver Virtlo
Disk Order 1

Add Disk
Specify a disk to add to this Virtual Machine
Disk Type
CD-ROM v
Storage Pool
Hive-CE-Local-NFS v
ISO Image REQUIRED

Windows_10.iso v

Disk Order

2 v

15. In Add Disk (above:)
Select CD-ROM from Disk Type.
Select the Storage Pool where the CD-ROM file is located.
Select the ISO Image.
Leave Disk Order as default value (some installations may require you
to set the bootable CD-ROM to Disk Order of 1))
e. Click Submit.
16. Click + Add to add the Driver ISO.

Disk Configuration

aooo

DISKS
Type Disk Type CD-ROM
Disk Hive-CE-VM.qcow2 Disk Windows_10.iso
Storage Pool Hive-CE-Local-NFS Storage Pool Hive-CE-Local-NFS
Driver Virtlo Disk Order 2

Disk Order 1
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Add Disk
Specify a disk to add to this Virtual Machine
Disk Type
Driver ISO -
Disk Order
3 v

Cancel

17. In Add Disk (above:)
a. Select Driver ISO from Disk Type.
b. Leave Disk Order as default value (some installations may require you
to set the bootable CD-ROM to Disk Order of 1.)
c. Click Submit.
18. Now, with the OS, CD-ROM, and Driver disks defined, click Next.

Disk Configuration

DISKS
Type Disk Type CD-ROM
Disk Hive-CE-VM.qcow2 Disk Windows_10.iso
Storage Pool Hive-CE-Local-NFS Storage Pool Hive-CE-Local-NFS
Driver Virtlo Disk Order 2
Disk Order 1
Type Driver 15O
Disk Order 3

Network Configuration

19. In Networking, click + Add to add a network interface.

Networking

NETWORKING Add

No networking interfaces defined
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Add Network

Add a network device to this Virtual Machine

Network

Production L4
VLAN ID

0
Driver

Virtlo -

Cancel

20.In Add Network (above:)

a. Select the Network to attach to this VM (Templates only allow one
network to be attached.)

b. Enter a VLAN ID if required (this configuration is typically made on the
host network so all that is required here is to select the proper
Network.)

c. Leave the default selection of VirtlO for driver.

d. Click Submit.

21. With Networking defined, click Save.

Networking

NETWORKING

Network production
VLAN ID

Driver virtio

Cancel Back

22. Proceed to Loading the OS.

Loading the OS

The process for loading the operating system is similar between creating a template
or a VM, the difference lies in kicking off the process and whether or not the Hive
Agent is injected at the time for build. For a VM, the process begins as soon as you
click Save on the completion of the networking section above. For a Template, the
process will begin with Authoring the template.

1. ForaVM:
a. To begin the OS installation of a VM, as soon as the VM boots, double
click on the green tile or with the VM selected, click Open Console from
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the Actions Menu.

Actions W

1virtual machine selected

Open Console

b. If the “boot from CD-ROM" has already passed, Power Off and then
Power On the VM to try again.

2. For a Template:
a. Click Settings from the Main Navigation, then select Templates.

@

st OO &~ [

b. With the target Template selected, click Author Template from the
Actions menu.

Actions
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c. Once in Authoring mode, click on Manage Template VM from the
Actions menu.

X
Tasks Actions

Author Template created 10/25/21 213PM
Completed: 100% completed 10/25/21 213PM
Description: Authoring Public-VDI-v1 on immersion4]

d. To begin the OS installation of a Template, as soon as it is in Authoring
mode (booted,) double click on the purple tile or select Open Console
from the Action Menu with the template selected.

Actions v

1virtual machine selected

Open Console

e. Ifthe “boot fromm CD-ROM” has already passed, Power Off and then
Power On the VM to try again.

3. When prompted “Press any key to boot from CD or DVD,” click in the desktop
console and then hit the <Spacebar>.

o boot from €D or DWD...

4. Click Next on the Windows installation screen.

4 Windows Setup [E=2 i) @

= Windows

Language to install: [English (United States) %

AP RNt English (United States) =

Keyboard or input method: I

Enter your language and other preferences and click “Next" to continue

ration. All nghs reserved
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5. Click Install Now.

4 Windows Setup = -

& Windows:

Install now

Repair your computer

6. Provide the Key and click Next or select | don't have a product key and click
Next to license at a later time.

» (=X
Windows Setul
) - P
Activate Windows
I this is the first time you're installing Windows on this PC (or you're installing a different edition)
you need to enter a valid Windows product key. Your product key should be in the confirmation
email you received after buying a digital copy of Windows or on a label inside the box that
Windows came in.
The product key looks like this: X000 XXX X000 - XXX
If you're reinstalling Windows, select I don't have a product key. Your copy of Windows will be
automatically activated later.
5 Next

o

R
7. Select the Windows edition and then click Next. _
g x'j_ Windows Setup =

Select the operating system you want to install

Operating system Architecture Date modified
Windows 10 Home x64 6/19/2018
Windows 10 Home N 64 6/19/2018
Windows 10 Home Single Language x4 6/19/2018
Windows 10 Education x4 6/19/2018
Windows 10 Education N x64 6/19/2018

Windows 10 Pro
Windows 10 Pro N

Description
Windows 10 Pro
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8. Read the license terms, if you agree, click | accept the license terms and then
Next.

@ ) Windows Setup e

Applicable notices and license terms

Last updated July 2017 ~
MICROSOFT SOFTWARE LICENSE TERMS
WINDOWS OPERATING SYSTEM

IF YOU LIVE IN (OR IF YOUR PRINCIPAL PLACE OF BUSINESS IS IN) THE
UNITED STATES, PLEASE READ THE BINDING ARBITRATION CLAUSE
AND CLASS ACTION WAIVER IN SECTION 10. IT AFFECTS HOW
DISPUTES ARE RESOLVED.

Thank you for choosing Microsoft!

Depending on how you obtained the Windows software, this is a license
agreement between (i) you and the device manufacturer or software installer

(A1 accept the license terms

- I3
9. Click to select Custom: Install Windows Only (advanced.)
(=)

@ o§) Windows Setup

Which type of installation do you want?

Upgrade: Install Windows and keep files, settings, and applications
The files, settings, and applications are moved to Windows with this option. This option is only
available when a supported version of Windows is already running on the computer

Custom: Install Windows only (advanced)

10. Install Hive Fabric drivers:
a. Click on the Load driver then Next.

@ «f Windows Setup
Where do you want to install Windows?
Name Total size Free space Type
#4 Refresh /S Delete & format New
&® Load driver :?. Extend
|, We couldn't find any drives. To get a storage driver, click Load driver.
Next
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b. Click Browse.
Load driver &

To install the device driver for your drive, insert the installation media containing the
driver files, and then click OK.

Note: The installation media can be a CD, DVD, or USB flash drive.

k [ Bowse | | ok | [ Cancel |

c. Browse all the way to the driver folder (/viostor/w10/amd6é4), where
“w10" is the proper OS for the installation.
Browse for Folder (&)

Browse to the driver, and then dick OK.

v viostor A
%12
%k12R2
%16
%19
%3

oy o

d. Click Next.
@ o§ Windows Setup

Select the driver to install

JRed Hat VirtiO SCSI controller (E:\viostor\w10\amd64\viostor.inf)

[ Hide drivers that aren't compatible with this computer's hardware

[Bwwe ] [ fswn
R

e. Repeat steps a-d in step 10 for the remaining drivers, where “w10" is the
proper OS for the installation.
i. /vioserial/w10/amd64
ii. /NetkVM/w10/amde4
iii. /Balloon/w10/amde64
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1. Once drivers are loaded, click Next.

@ % Windows Setup
Where do you want to install Windows?
Name Total size Free space Type
i/ Drive 0 Unallocated Space 300 GB 300GB
+4 Refresh /< Delete & Format New
€* Load driver jg;tsm
-Nm I\

12. Allow the OS installation to complete (the installer may reboot the
VM/Template multiple times during the installation.)
Installing Windows

Status

Getting files ready for installation (3%)

.

13. Set the Region appropriately, click Yes.
Let's start with region. Is this right?

Ukraine
United Arab Emirates
United Kingdom

United States

14. Set the proper Keyboard locale, click Yes.
s this the right keyboard layout?

If you also use another keyboard layout, you can add that next.

us

Canadian Multilingual Standard

English (India)

Insh
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15. Setup additional Keyboard locales as required (skipped here.)
Want to add a second keyboard
layout?

Add layout

16. Click Set up for an organization.
How would you like to set up?

Set up for personal use
We'll help you set it up with a personal Microsoft account.
You'll have full control over this device.

g Set up for an organization
You'll gain access to your organization's resources like
email, network, apps, and services. Your organization will
have full control over this device.

17. Click Domain join instead.
& Sign in with Microsoft

Work or scho ccount

Sign in with the u
other b

Terms of use

18. Enter the name for a new Local Administrator account, then click Next (the
default Administrator account is disabled by Windows for best security

practices.)

Who's going to use this PC?

What name do you want to use?

L
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19. Enter a secure password as this account will have full administrative rights,
then click Next.
Create a super memorable password

Make sure to pick something you'll absolutely remember.

L

Or, even better, use an online account

20. Confirm the password, then click Next.
Confirm your password

Type your password one last time

21. Select and answer all three Security questions in case you forget your
password, then click Next.

Just in case you forget your password, choose 3 security questions, and make sure your answers are
unforgettable.

Security question (1 of 3)
as your f

22. It is best practice to select No, do not select Cortana to be your personal
assistant.
Make Cortana your personal assistant?

Can | have per > do my best work?

Learn more
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23. Click to set No to all the privacy settings, then click Accept.
Choose privacy settings for your
device

Microsoft puts you in control of your privacy. Choose ngs, then select ‘Accept’ to save them. You can
change these se!

Learn more Accept h

M

25. Proceed to Basic Optimization for Desktops.

Basic Optimization for Desktops

There are a few basic optimizations recommended for Desktop operating systems in
a virtual environment, mostly geared towards obtaining higher performance and
saving resources.

https://www.hiveio.com/wp-content/uploads/2020/03/VDI-template-how-to.pdf

The optimizations outlined here are geared towards Windows 10, however the same
concepts can be followed in other operating systems.

1.  From the console of the VM or Template, disable hibernation.
a. Open acommand prompt, with elevated rights.

Command Prompt

App

=7 Open

0 Run as administrator
[l open file location
-1 Pin to Start

1 Pin to taskbar

b. Enter powercfg.exe /h off at the command prompt.
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2. Set the power settings to high performance (this keeps the resources from
throttling down or going to sleep.)
a. Open the Control Panel, select Power Options.
b. Select High Performance or another performance plan. The key is to
avoid the Balanced or Power saver plans.

& Power Options —

A ¥ > Control Panel > Hardware and Sound > Power Options v trol P »

Control Panel Home
Choose or customize a power plan

Choose what the power button A power plan is a collection of hardware and system settings (like display brightness, sleep, etc.) that
does manages how your computer uses power. Tell me more about power plans
Create a power plan Preferred plans
Q :Ciho‘css when to tum off the O Bakiiicad (Gacomieadod) Change plan s
isplay s iliices with energy on capable hardware.
O Power saver Change plan settings

Saves energy by reducing your computer's performance where possible

Hide additional plans

@ High performance Change plan settings
Favors performance, but may use more energy.

N

3. Enable Remote Desktop.
a. Open the Control Panel, select System Properties.
b. Locate and click Advanced system settings.

Related settings

BitLocker settings

Device Manager

Remote desktop

System protection
Advanced system settings

Rename this PC (advanced)

c. Enable the Allow remote connections to this computer setting and
click OK.

System Properties X

Computer Name Hardware Advanced System Protection Remole

Remote Assistance
Allow Remole Assistance connections to this computer
What happens when | enable Remote Assistance?

Advanced...

Remate Deskiop

Choose an option, and then specify who can connect
(") Dan't allow remote connections to this computer
(®) Allow remote connections to this computer

[] Alow connections only from computers running Remote
Desktop with Network Level Authentication (recommended)

Help me choose Select Users.

Cancel Apply
4. For Stateless (non-persistent) desktops, disable the Windows Paging File.
a. Open the Control Panel, select System Properties.
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b. Locate and click Advanced system settings.

Related settings
BitLocker settings

Device Manager

Remote desktop

System protection
Advanced system settings

Rename this PC (advanced)

c. Select the Advanced tab and click Settings in the Performance section.

System Properties x
Computer Name Hardware Advanced System Prolection Remote

You must be logged on as an Administrator to make most of these changes
Performance

Visual effects, processar scheduling, memory usage, and virtual memory

Setiings.
User Profiles
Deskiop settings related to your sign-n

Setiings.
Startup and Recovery
System startup, system failure, and debugging information

Settings.

Environment Variables..

Cancel Apply
d. In _P_er_forr_h_z_a_rj_ce_ O_p__tio_ns, select the Advanced tab and click Change.

Performance Options X

Visual Effects Advanced Data Execution Prevention

Processor scheduling

Choose how to allocate processor resources.

Adjust for best performance of

(® Programs () Background services

Virtual memory

A paging file is an area on the hard disk that Windows uses as
if it were RAM.

Total paging file size for all drives: om8

Change...

e. For Virtual Memory, uncheck Automatically manage paging file size
for all drives. Select No paging file. Click Set and accept the warning.
Click OK.
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Virtual Memory X
[[] Automatically manage paging file size for all drives
Paging file size for each drive
Drive [Volume Label] Paging File Size (MB)
E: None
Selected drive: @

Space available: 16115 MB

O Custom size:

O System managed size
(®) No paging file Set

Total paging file size for all drives
Minimum allowed: 16 MB
Recommended: 1663 MB
Currently allocated: 0 MB

f. Click OK on each of the open dialogue boxes.
5. Run all updates for the operating system (Windows Updates.)
6. Ifintending to keep the guest as a standalone VM:
a. Add applications as desired.
b. If you are planning to publish the VM in the broker for remote access:
i. The Hive Agent must be installed
1. Shutdown this VM
2. Edit VM and Enable the setting for Inject Hive Fabric
Agent.
3. Select Refresh VM option from Actions menu.
ii.  Addthe standalone guest to the Active Directory domain.
c. If you want to publish this VM for remote access, please continue to
Publish a VM.
7. To use this standalone guest as a Template:
a. Add applications as desired
b. Shutdown the OS after completing the OS updates.
c. Please continue to Use VM Disk for Template

Use VM Disk for Template

An existing disk may be duplicated for use as a Template. For this documentation, a
VM was built in the preceding steps and will now be duplicated for use as a
Template.

Convert Disk

https://support.hiveio.com/portal/en/kb/articles/converting-a-disk-image
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1. From the Visualizer, select the Storage Pool where the target disk resides,
then click Convert Image from the Actions menu.

CEEN actions v

1storage pool selected

Remove Storage Poo

Convert Image

Expand Image
Remc sks

Local Disk

Upload Disks

Local RAM Active Alerts (0) >
within past 30 days
Metadata R
Name Hive-CE-Local-NFS
Hive-CE-Local-NFS
VMs o]

2. Convert the target disk (ensure the VM is not in use or powered on) for use as
a template.

SOURCE

Storage Pool

Hive-CE-Local-NFS

Image Name

Hive-CE-VM.gqcow?2 4
Type
Auto Detect v

DESTINATION

Storage Pool

Hive-CE-Local-NFS v
Filename Output Format
Hive-CE-Template QCOW?2 (Thin) v
Cancel

The Storage Pool will automatically populate.

Select the target disk from the Image Name drop down.

Leave the Type as Auto Detect.

Select the destination Storage Pool for the disk (likely be the same as
the source for single host or CE installations))

e. Enter a Filename ensuring it is different from the Source filename.

oo oo
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f. Select QCOW2 (Thin) for the Output Format.
g. Click Save.

3. Once the Convert Disk task is completed, continue to Add Template from
Existing Disk.

I

z °vo @ v V

Tasks X

+ Convert Disk created 10/27/21 6:50AM

Completed: 100% completed 10/27/21 6:50AM

Description: Converting disk Hive-CE-VM.gcow2 from format auto to Hive-CE-
Template.gcow?2 with format gcow?2

Add Template from Existing Disk

https://support.hiveio.com/portal/en/kb/articles/add-template

1. From Main Navigation, select Settings and click on Templates.

ry
0O &+ [Jr

=
&

Realms

n Cluster Host B !

Templates
Licensing

2. From Manage Templates, click on + Add to create a new Template.

Manage Templates

ALL | + Add
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Template Resources

Template Resources

Template Name REQUIRED
Hive-CE-Template
CPU Memory (GB)
2 v 4
os Boot Mode
Windows 10 v UEFI v
Display Driver
Cirrus v
Description

Base Windows 10 21H1, All updates - current as of 10/27/2021

Cancel

3. In Template Resources (above:)

a. Enter a VM Name without spaces or special characters (when selected,
Hive Fabric uses this VM name to rename the computer within its OS.)
Select the number of CPUs.
Enter the amount of Memory (GB).
Select the OS that most closely matches the OS being installed.
Select the proper Boot Mode (most of the industry is moving towards
UEFI.)
Leave the default Display Driver as selected, the best option is already
selected.
g. Enter a Description (typically includes build date, updates installed,

and applications added.)

h. Click Next.

® Q00T

—h

Disk Configuration
4. In Disk Configuration, click +Add to add the Disk(s) to a Template.

Disk Configuration

DISKS [+ Add |

No disks added yet
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Specify a disk to add to this Template

Disk Type
Existing disk

Storage Pool
Hive-CE-Local-NFS

Disk
Hive-CE-Template.qcow2

Driver

Wirtlo

5. From Add Disk (above:)

HivelO

a. For this document, add an Existing disk (converted from the previous

Create VM procedure.)
Select the source Storage Pool.

Leave the default VirtlO driver setting.
Click Submit.
Click Next.

oo 0o

Networking Configuration

Select the disk file converted from the above Convert Disk procedure.

6. From Networking Configuration, click +Add to add a NIC to the Template.

Templates have a limit of one network interface.

Networking Configuration

NETWORKING

No networking interfaces defined

Add Network
Add a network device to this Virtual Machine.

Network
Production

VLAN ID

[o}

Driver

VirtlO

Cancel

7. In Add Network (above:)
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a. Select the Network to attach to this Template (templates only allow one
network to be attached)

b. Enter a VLAN ID if required (this configuration is typically made on the
host network so all that is required here is to select the proper
Network.)

c. Leave the default selection of VirtlO for driver.

d. Click Submit.

Click Save.
9. Make sure that the Template shows a state of available. If not, then you may
need to author the template, and then shut it down cleanly from the

Template console.

o

Name Hive-CE-Template
Pools

os Windows 10
State available

10. Proceed to Enable Remote Access.

Enable Remote Access

To provide remote access to desktops, VMs, and any other system that is RDP
capable, Hive Fabric provides both broker (internal access, from the same network)
and gateway (external access, from a separate network, i.e,, Internet) services.

The Hive Fabric broker provides access to resources from within the same network,
meaning that the end user's client will need to be able to connect directly to the
resource.

https://support.hiveio.com/portal/en/kb/articles/configure-fabric-broker

The Hive Fabric gateway provides access to resources from dissimilar networks
where the gateway and organizational firewall perform the required routing.

https://support.hiveio.com/portal/en/kb/articles/configure-fabric-gateway

Configure Broker

Enabling the Hive Fabric Broker allows you to access any published resource
(desktop pool, VM, any other RDP capable OS) from a client that resides internally
(meaning that direct IP access from the client to the resource is required.)
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1. From the Visualizer, select the Hive Fabric cluster object and then click
Configure Desktop Broker from the Actions menu.

0.
) i Q
{ b HivelO POy
Hive Fabric }.! ] 00 @} - B’
Refine by RESET B cluster Host [ storage Bool e v
1 storage Pools > Configure Desktop Broker

Active Alerts (0) 5
Hive Fabric E 1

Metadata ke

Hame Hive Fabric

2. Toggle on Enable Hive Fabric Broker and click Next.

Broker Configuration

Enable Hive Fabric Broker

Hide realms
Allow user release of desktop

Auto connect desktop

Twe-Factor Authentication (2FA)

Enable Hive Fabric Gateway

Enable Physical PC Brokering

Cancel [ he |
3. Adjust the Look and Feel settings as desired and click Save.

Look and Feel

Logo MAX 250KE Favicon MAX 32KE Background MAX TOMB
vive_logo.png favicon.ico None

Background Color Main Color
#FAFAFA #B4CTF2

Text Color Button Text Color
H#2AZA2A H2ZA2A2A

Disclaimer Text (Markdown Supported)

Cancel Back | save |
4. Continue to Create Desktop Pool or Publish VM.

Configure Gateway

Enabling the Fabric Gateway allows you to access any published resource (desktop
pool, VM, any other RDP capable OS) from networks outside of where the Fabric
system resides.

https://support.hiveio.com/portal/en/kb/articles/configure-fabric-gateway
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5. From the Visualizer, select the Hive Fabric cluster object and then click
Configure Desktop Broker from the Actions menu.

0, . ]

I HivelO 2 q
Hive Fabric /] 00 @&+ [

efine by _— B e p— ;

Active Alerts (0) >
ive Fabric RaM
Metadata ~
ame Hive Fabric
Clusterid sbséa fafcnaset
cma
Hostname
®

6. Toggle on Enable Hive Fabric Gateway and click Next.

Broker Configuration

Enable Hive Fabric Broker

Hide realms »
Allow user release of desktop
Auto connect desktop »
Two-Factor Authentication (2FA) »
Enable Hive Fabric Gateway
Enable Physical PC Brokering »

7. Click Next to advance to Gateway Settings.

Enter the DNS name for the network entrance. This is typically the internet
facing DNS record for the external Firewall IP that will be configured to route
remote access.

a. Select Client Source Isolation to enforce gateway validation of the
source IP for connection requests.

b. Select Persistent Port Assignment to maintain the gateway port used
by each client for remote access. This will allow RDP to auto-reconnect
but will require a 1.1 port to VM allocation. Ensure there are enough
ports identified below to support the VMs being brokered through the

o

Gateway.
Gateway Settings
External Address (FQDN) REQUIRED
remote.customer.com
Client Source Isolation Persistent Port Assignment »

PORTS

No Host ports mapped

Cancel Back
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9. Click on + Add.

PORTS | + Add |

No Host ports mapped

Port Configuration
Host

Hive-CE v
Start Port

40000

End Port
40005

10. Select the gateway host (can be a dedicated Fabric Gateway host or any
cluster member that will serve the gateway role.)

1. Enter the Start and End Ports where the gateway will accept RDP requests for
internal published resources.

a. Thisisthe range of firewall ports that the gateway will use for RDP
traffic (high level port range of customers choosing.)

b. This port range should match the values used in a port-forwarding rule
to be created on the firewall, redirecting traffic bound for
remote.customer.com:<Start Port - End Port> to the Gateway IP
address on the same range of ports.

12. Click Submit.

13. Review the Gateway Settings and click Save.
Gateway Settings

External Address (FQDN)

remote.customer.com

Client Source Isolation Persistent Port Assignment »
PORTS
Host Hive-CE
Start Port 40000
End Port 40005
Cancel Back m

As part of the Fabric Gateway configuration, you identified a range of ports where
the gateway will receive RDP requests for the internal network resources. These
ports are a sequential range of high-level ports of the customers choosing, where
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the number of ports will support the maximum simultaneous user logins. This is the
number of users logging in at the same approximate time frame, not to be confused
with the number of users actively logged in to desktops. For example, if there is an
expectation of a login storm of 50 users every 2-5 minutes, consider using a port
range of approximately 60-70 ports. Once the user is successfully logged in, the
default behavior is to release the user port assignment and close the port. The
firewall should then be configured with the same range of ports in its port-
forwarding rules (see sample values in table below.)

Publish VM for access

Using the integrated Hive Fabric broker or gateway, it is possible to provide remote
access to desktops (using a desktop pool,) VMs (often referred to as standalone,
meaning not managed by a pool,) and other resources that are Active Directory
joined and support RDP connections (physical, virtual, or other vendor platforms.)

Standalone VMs

As a review, standalone VMs are simply those VMs that are not managed by a pool.
These can refer to virtualized servers or other desktops that are deployed as full
clones.

https://support.hiveio.com/portal/en/kb/articles/publish-standalone-guest-for-
remote-access

1. From the Visualizer page select the Virtual Machines object, then either
double-click or select Show Guests from the Actions menu.
_ ®) .
= 50 @« [BF

D cuser [ ros B siowgeroal ) Pool Actians

Active Alerts (0) >

Metadata

Hame

vz

I S N
H i g
i : g

2. Select the VM (SA-Example shown here,) then click Assign VM from the
Actions menu.

r
™ OO0 @~ EF
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Assign User/Group to SA-EXAMPLE

Specify the user assignment method.
Assign to
ADGroup « demousers
Realm
HIVEIO -

Please ensure the specified AD user or group assigned has the
required RDP permissions to access SA-EXAMPLE

Cancel [T

3. In Assign User/Group (above:)
a. Select User or AD Group.
b. Enter the CN (common name) of the user or group (i.e., username or
User Group.)
c. Select the Realm from the drop-down where the user or group is
configured.
d. Click Assign.
4. Once assighed, the VM will show a user icon on the VM tile as well as the
assignment in metadata.

O.

r
& | O0°C &~ [
Actions >

Virtual Machines Active Alerts (0) >

Metadata M

VM name A-EXAMPLE

Host Hive-CE

Status
AD Group

Data Protection

Resource Utilization

cPu
Memory

5. Once assigned, the user can login to the Gateway URL provided in the
gateway configuration (https://remote.company.com) with their AD
credentials.

6. Once logged in, any assignments will show as available Guest Assignments.

Logged in as demouser02

GUEST ASSIGNMENTS 1 total

SA-EXAMPLE

SA-Example (Ready)

| @eop (@umas
7. Select one of the connection options to login to the remote guest.

52


https://remote.company.com/

HIVE FABRIC - DEPLOYMENT GUIDE ) HiVElD
~

Physical Desktops

Any remote resource (physical, virtual, or other vendor) that is a member of the

selected Realm (domain) and supports RDP connectivity can be configured as a
Physical Desktop. Guests configured as Physical Desktops are accessible by the
assigned users or groups by using the Fabric Broker or Gateway.

https://support.hiveio.com/portal/en/kb/articles/manage-physical-desktop-pool

Enable Remote Access

1. From the Visualizer, select the Hive Fabric cluster object and then click
Configure Desktop Broker from the Actions menu.

Y i -}
A HivelO o)
Hive Fabric | 00 @&~ B

efine by 0 cuse wear B storege P Actions v

Active Alerts (0) >
ive Fabric RaM

Metadata ~

ame Hive Fabric

Clustenid abséaten Scof-sfca-asct

Broker Configuration

Enable Hive Fabric Broker

Allow user release of desktop

Auto connect desktop

Hide realms »
»
»

Two-Factor Authentication (2FA)
Enable Hive Fabric Gateway

Enable Physical PC Brokering

Cancel m
3. Click Next to advance to Physical PC RDP Settings.
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4, Set each of the desired options for RDP broker settings and click Save.

Physical PC RDP Settings
Enable HTML 5 Client Enable RDP Connection
Connection Options
Allow desktop composition (AERO) Microphone redirection

Hide server certificate warnings (if
not enforced by GPO)

CredSSP redirection Clipboard redirection
Local disk redirection Plug-and-Play redirection
Local printer mapping Smmart card redirection
USB redirection Smart screen resize

Publishing a Physical Desktop

5. From the Visualizer, select the Physical Desktops pool and then click Add
Physical Desktop from the Actions menu.

= OO @~

o Hou [0 Scara el Actions. &

Add Physical Desktop

Physical Desktop Name REQUIRED
PD-Example

Address REQUIRED
1012180120

Assign to REQUIRED
User v demouser02

Realm REQUIRED
HIVEIO v

Select realm

os REQUIRED
Windows 10 -

Select OS

6. In Add Physical Desktop:
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a. Enter the name for Physical Desktop Name. This name cannot match
the name of any other guest on this Hive Fabric cluster.

b. Enter the desktop's Address (can be an IP or FQDN.)

c. Assign to either User or AD Group and enter the CN (common name)
for the account.

d. Select the Realm from the drop-down list.

e. Select the OS for the guest.

f. Click Save.

Accessing Configured Resources
7. Once assigned, the user can login to the Gateway URL provided in the
gateway configuration (https://remote.company.com) with their AD

credentials.
8. Once logged in, any assignments will show as available Guest Assignments.
Select one of the connection options to login to the remote guest.

Logged in as demouser02

GUEST ASSIGNMENTS 1 total

PD-Example
Physical Desktops (Ready)

G2 ROP B v

Desktop Pool

Desktop Pools are automatically published in the Hive Fabric broker and gateway,
providing remote access to deployed desktops from internal or external sources. To
deploy a Desktop Pool, you must have already configured the Fabric Realm, Profile,
and Template.

https://support.hiveio.com/portal/en/kb/articles/create-desktop-pools

1. From the administrative Ul, select the + from Main Navigation.
@

= O° &~ [P
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HivelO
2. From the resource menu, click Desktop Pool.

¥ &8 @

s 4

By

Application Pool

’ g
(«oa 3

Desktop Pool

Cancel

Stateless Pool

Desktop Pool Name
WI10-Stateless-Demo

me for the Desktop Pool

Desktop Seed Name Stateless Pool

M10STLSDEMO Creates a Stateless Desktop Pool

Template Operating System

Hive-CE-Template v Windows 10

CPUs
2

Storage

Hive-CE-Local-NFS

Available Desktops

10

Memory (GB)

4

Profile

Hive-CE-Profile

Max Desktops

36

Host Affinity

Hive-CE X

Enable Data Protection

Cancel

3. Complete the settings for the Desktop Pool.

a. Enter the Desktop Pool Name (no special characters.)

b. Enter the Desktop Seed Name (limited to 11 characters.)

c. Leave the pool set to Stateless Pool or toggle to create a Persistent
Pool.

d. Select the Template from the drop down.

e. The Operating System is inherited from the Template.

f. Adjust the CPUs as required.

g. Adjust the Memory (GB) as required.

h. Select Storage target for Desktop Pool. Stateless can be deployed to

any configured Storage Pool configured with the VMs role, whereas
Persistent can be deployed to all but Local RAM.
Select the Profile from the drop down.
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j.  Set the Available Desktops count (guests that will be in a Ready state,)

k. Set the Maximum Desktops count (high water mark for number
desktops.)

l.  Remove any hosts from Host Affinity that should NOT participate in
the Desktop Pool (default is all hosts selected.)

m. If desired, toggle on Enable Data Protection to create a replication
schedule of the target resource to a configured Storage Pool (requires a
Storage Pool with the Data Protection role and Data Protection to be
enabled on the cluster))

NOTE: We recommend using the Data Protection feature to preserve
offsite replicas of key components of your virtualized deployment.

n. Click Save.

4. The new Desktop Pool will appear on the right side of Visualizer.
]

] °u° @ B

B Cluster Host [ Storage Pool

I cal Disk
I ocal RAM
Physical Deskiap:
I.-.: ozalNFS
WID-Statoless-Doma
Shared-Templates

5. Double click the new Desktop Pool or select Show Pool VMs from the Action
menu to view the build process.

Actions v

Active Alerts (0) >

WIO-Stateless-Demol e e &3

6. Once the guests have joined the Active Directory domain and have been
restarted, a status of Ready will be displayed either in the metadata or when
you hover over the guest tile in the Ul
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m B} Pool [ virtual Machine Refine Actions >
1virtual machine selected  Clear
Active Alerts (0) >
within past 30 days Show all
Metadata e
VM name WIOSTLSDEMOO0OT
Host Hive-CE
Template Hive-CE-Template
Pool W10-Stateless-Demo
Status Ready
Data Protection Disabled
Resource Utilization

CPU 69%

Memory 23%
os Windows 10
CPUs 2
Memory 4GB
Storage

Type Disk

Nama WINSTI SNEMANNNT

7. The new Desktop Pool will show as an available resource when the user (who
belongs to the proper Active Directory group, as assigned in the Fabric

Profile,) signs into the broker or gateway.
Logged in as demouser02

GUEST ASSICNMENTS 2 total
‘Windows Windows
W10-Stateless-Demo SA-EXAMPLE

Unassigned SA-Example (Ready)

Resource Access

Using the Hive Fabric broker and/or gateway portal, users can access their published
desktops, VMs, or other RDP capable resources. HivelO also provides an installable
Hive Fabric client for Windows and some Linux based thin clients.

Access Portal

The web portal address for accessing your desktops can include either the IP
address or DNS name for the broker (any cluster host) or the DNS name for gateway
access.

Broker access examples:
https://10.10.1.32/broker or https://immersion32.hiveio.lan/broker

Gateway access examples:
https://remote.company.com, which works in conjunction with the organization's
firewall and external DNS address.
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Broker - Gateway RDP Access

Broker access - https://support.hiveio.com/portal/en/kb/articles/end-user-broker-
access

Gateway access - https://support.hiveio.com/portal/en/kb/articles/end-user-gateway-
access

1. Open a web browser and enter the address for the Hive Broker or Gateway,
without the port address for the administrative Ul (:8443).

2. Enter your Username, Password, and select the appropriate Realm from the
drop-down menu. Click Login.

Username

demouser02

Password

©®
Realm
HIVEIO -
%Y i
{_iHive e

3. Click on Settings to set up your preferred display properties, default is multi-
monitor/fullscreen.

Logged in as demouser02

GUEST ASSIGNMENTS 1 total

Windows

Test-RAM
Unassigned

C3 RDP B Hims
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4. Click on RDP to receive a resource assignment.

Logged in as demouser02

GUEST ASSIGNMENTS 7 total

P
[ [ | .
-n Windows
10

Test-RAM

Unassigned

e g

5. Once assigned, click on RDP again to download and launch the RDP file. This
may be set to auto-launch in the Configure Desktop Broker settings
(compatible with RDP only, not HTML,)

GUEST ASSIGNMENTS 7 total

N

1

HuN | Windows
10

Test-RAM

TSTRAMOOQ4] (Ready)

[ GBROP | B HMLS  Release

NOTE: HTMLS is an optional connection method that needs to be enabled in
the Fabric Profile.

Broker - Gateway HTMLS5 Access

https://support.hiveio.com/portal/en/kb/articles/using-the-hive-fabric-html5-client

1. Open a web browser and enter the address for the Hive Broker or Gateway,
without the port address for the administrative Ul (:8443).

2. Enter your Username, Password, and select the appropriate Realm from the
drop-down menu. Click Login.

Username

demouser02

Password

Realm
HIVEIO v

M Hive e
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3. Select the option for HTMLS5 to launch the desktop within a browser window.
NOTE: The HTML5 access method does not currently support multiple
monitors, video redirections (welbcam,) or USB drive redirection.

Logged in as demouser02

GUEST ASSIGNMENTS ] total

TR
M | windows
L J

Test-RAM

Unassigned

S T

4. When prompted to allow or block images and text to be copied to the
clipboard, click Allow.

immersion.hiveio.com:32943 wants to

|:| See text and images copied to the clipboard

Allow Block
5. The remote resource is now accessible within the HTMLS5 client.

£ Hive Fabric - Google Chrome — o 5

0 «

@ immersion.hiveio.com:32943/client/connect?guest=TSTRAM0041

Hive Fabric Client Access

HivelO provides an end user client for accessing configured Fabric Broker or
Gateway services. This client is compatible with Windows 7 and newer versions of
the Microsoft Windows operating system and can be custom installed on various
models of Linux Thin Client platforms. The Hive Fabric Client uses direct
communication with the Fabric REST API instead of relying on the user interaction
with the Broker and RDP authentication prompts.

https://support.hiveio.com/portal/en/kb/articles/using-the-hive-client-desktop-client
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Installation

Once installed, the Hive Fabric Client is automatically maintained with current
updates as they are released (requires internet access for updates). There is no need
to update your client manually after initial installation.

1. Launch the provided executable to begin the installation.
2. Click Install.

Install Hive Fabric Client?

Publisher: HivelO Inc.
Version: 1.2.1.2 () [ )

Capabilities:
» Uses all system resources

By installing, you agree that this app will automatically check for and install updates.

@

3. Installerisin progress.

Install Hive Fabric Client?

Publisher: HivelQ Inc.
Version: 1.2.1.2

Capabilities:
» Uses all system resources

Installing 99%...
Launch when ready

4. If set to “Launch when ready”, continue to First Launch.

First Launch

1. Launch the Hive Fabric Client from the Start menu.
2. From the Client Settings, enter the following:
a. Fabric Address (required) - IP address or URL for Hive Fabric Broker or
Gateway (i.e., vdi.company.com).
b. Username (optional) - This is the default username for the application,
using the Common Name (CN) (i.e., demouser02). The application will
prompt for this if not provided here.
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c. Domain (optional) - This is the default domain that is used for
authentication. The application will prompt for this value if not provided

here.
d. Display Section

i.  All Monitors - the remote session will use all available monitors
ii. Single Monitor - the remote session will use the monitor where
the application is located during login
iii.  Window - the remote session will be placed into a movable
window that allows the user to move it between monitors

e. SSL Options

i. lgnore All SSL Errors - follow organizational guidelines
ii.  Trust Self Signed Certificates - follow organizational guidelines

3. Click Save.

Client Settings

Fabric Address |

Username |

Domain |

Display Selection (® Al Monitors () Single Monitor () Window

S5L Options

Save

Client Use

1. Launch the Hive Fabric Client.
2. Enter Username.

3. Enter Password.

4. Select Realm.

5. Click Login.

r

Username
Password

Realm

HIVEICQ

HivelO

[ 1gnore Al 551 Ermors  [] Trust Self Signed Certificates

Cancel

Login
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6. If a user has only one resource assigned, the Hive Fabric Client will
automatically connect to that resource.

Connecting to TSTRAM0041

7. If a user has multiple resources allocated, the Hive Fabric Client will allow the
user to choose from the published resources. Click Connect for the desired
resource.

windows

Enabled Desktop Pool
EDPO023

Physical Desktops
FileServer

immersion.hiveio.com

9. Onthe user's client (laptop, thin client, desktop, etc.), the Hive Fabric Client
connection shows as the HivelO icon in the taskbar.

I8 O Type here to search ¢ & £ - @A O N N + 0 @ @

Additional Resources

For additional help, customers may use our online support portal at
https://support.hiveio.com. Simply sign up and you will have access to our entire
knowledge base, providing you with Release Notes for updates, additional features
of Hive Fabric, and the ability to manage support tickets.

You can always email support@hiveio.com to quickly open a support ticket for any
guestions.

If you are stuck as to where to reach out, email us at info@hiveio.com and we will get
someone in touch with you to assist.
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